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Multi-Vendor Network Compliance Management

Configuration Management, Configuration Compliance, Service Compliance, Software Compliance

Key Ca pabilities Managing conf.iglfration changes and er.lforcing compliance p.olic.:ies is a complex
undertaking within large networks. A wide array of research indicates that a vast
majority consider human error as the root cause of most network outages.
Furthermore, manual network management and network automation scripting does
not scale to meet the challenges of today's dynamic support of infrastructure,
software, or policies. Organizations need an end-to-end automation solution that
provides comprehensive configuration and compliance management capabilities.

Supports both legacy CLI &
YANG based configuration
compliance

Anuta Networks ATOM Multi-Vendor Configuration and Compliance management
solution enable organizations to manage and monitor a diverse, multi-vendor network.
Service Compliance It also provides an automated enforcement mechanism to ensure network consistency
and business continuity.

Maintains Service sanity with

Ensures software compliance
Offers RMA, Configuration
Restoration & software
upgrade workflows

Get in-depth compliance
analytics

Schedule network audits
Detailed reporting &

dashboarding

g
20+ VALIDATE
POLICIES

Enforces compliance through

T
COLLECT
NETWORK DATA

auto-remediation

Implements compliance as a

-

business process

Quickly scale up to 1M+
devices across 45+ vendors , o . . . )
Today's networks are fast and multi-dimensional, with an ever-increasing demand to
move to smart and 100% compliant networks. Configuration and compliance

management solutions combined with provisioning, analytics, telemetry, and closed-
loop automation will enable organizations to achieve these objectives.
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Configuration Management

ATOM offers extensive capabilities around Configuration Management of multi-vendor network devices. To begin with, ATOM allows
supports on-demand, scheduled, and change-driven configuration archival. SNMP traps support the triggered retrieval of
configuration. The configuration type includes CLI, NETCONF & API.

ATOM offers textual diff utility to compare configurations retrieved at various times. A corresponding changelog is also generated,
enabling a more in-depth look at configuration differences from one version to another.

The retrieved configuration is parsed and mapped back to a data model based on YANG. The data model supported includes vendor
native YANG and OpenConfig. ATOM parses the configuration and updates the data model each time a change is detected.

ATOM supports the versioning of configurations using tags. These tags will form an integral part of ATOM's RMA process workflow
and Configuration restoration workflows that aids in massive scale network refresh.

X Configuration Details 2 °

Comparing Configurations

lgnore Spaces (] Show changes only 1-1000 0f 3141 Page1 0f4 > 3|
#172.16.4.99 172.16.4.90

<nc:data xmlns:junos="http://xnl. juniper.net/Juncs/19.4R0/ junos” xmlns inc="urn:ietf:param | <nc:data xmlns:junos="http://xnl.juniper.net/juncs/19.4R0/junos™ xmlns:nc="urn:ietfzparan I
stumlins:netconf:base:1.6™> s1xml :ns:netconf tbase:1.0">

1

<configuration xmlns="http://yang.juniper.net/junos/conf/root” junos:commit-seconds="16 | <configuration xmlns="http://yang.juniper.net/junos/conf/root™ junos:commit-seconds="16
80255601" junos:commit-localtime="2820-09-16 11:16:41 UTC" junos:commit-user="zdmin"> 01294661 junos ime="" 12:04:21 UTC” § it-user="adnin">

2

<version>20191212.261431_builder.r1974301</version> <version>20191212.201431_builder .r1674901</version>
<groups> <groups>
<name>global</nane> <name>global</name>

<system xmlns="http://yang. juniper.net/junos/conf/system"> <system xmlns="http://yang. juniper.net/junos/conf/systen">

<domain-name>anutacorp. com</domain-name> <domain-name>anutacorp . com</domsin-nane> par.net/ junos/conf/systen

<name-server> <name-server> .
<name>8.8.8. 8</name> <name>8.8.8.5</name>

</name-server> </name-server>

<name-server> <name-server>

<name>172.16.108. 5¢/name> <name>172.16.100.5¢/name>

</name-server> </name-server>
<name-servers
<name>9.9.9.9</name>

</name-server>

</zystems <fsystems /5 onf/ snmg’
<snmp xmlns="http://yang.juniper.net/junas/conf/snmp"> <snmp xmlns="http://yang.juniper.net/junos/conf/snmp">
<community> <community>
<name>public</name> <name>publics/name>
Configuration diff utility Configuration versioning

o] °0 0

RMA/Config Restoration
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Service Compliance

ATOM supports Service Models based on YANG. The stateful services such as L2/L3 VPN, EVPN-MPLS, EVPN-VXLAN, and much more
are part of ATOM's rich catalog of Service models. In most cases, the services span across multiple devices, and platforms creating a
service chain. Maintaining this service or service chain always is challenging, primarily due to the complexity involved.

Service compliance is built into the YANG service models in ATOM to maintain the sanity of the services at all times. In the wake of
out-of-band change to the service configurations on the devices involved, ATOM gets notified via a scheduled configuration pull or
SNMP trap. Post receiving the latest device configurations, ATOM runs a service inventory and flags any discrepancy to service
configurations. Detailed view of configuration drifts and corresponding remediation configurations are captured and made available
for one-click remediation.

The status of service is marked compliant once ATOM's service compliance remediates the service discrepancies.

® Summary  Catalog  Reconciliation  Approvals

0 c @ Devices 450f48
D Status Service Last Checked On Last Compliance Success

III D NOMN_COMPLIANT HA_Spoke_IBM 09/29/20, 6:33:02 AM

.’_'_2 D COMPLIANT HRP_America_NY 05/01/20, 12:30:21 PM 07/27/19,1:55:07 AM
O won_comPLanT Mumbai 06/12/20, 7:02:51 AM 05/06/20, 5:13:58 PM

@ D NON_COMPLIANT port-conf 09/03/20, 5:38:45 AM 02/03/20, 8:25:54 PM

0D D NON_COMPLIANT dualepe_inet_ivrf_fvrf_ospf_to_bgp_usecase32 09/29/20, 6:33:04 AM
D NOMN_COMPLIANT App_Policy_sslcert 09/29/20, 6:33:12 AM

¢ [J NOM_COMPLIANT App_Policy 09/17/20,3:21:34 PM

P[] NON_COMPLIANT App_Policy_cookie 09/29/20, 6:33:08 AM
[0 NoM_COMPLIANT application_policy_no-persistence_no-cert 09/29/20, 6:33:08 AM
D COMPLIANT 234 05/01/20,12:30:25 PM 08/09/19, 1:30:00 AM
D COMPLIANT DualPE_instacevpls-instance-type 09/29/20, 6:32:58 AM 09/29/20, 6:32:58 AM

Service Compliance

Summa Catalo: Reconciliation  Approvals

® i Y i X Reconciliation-Details A
M Cc + 0 P scwEm senvices (R N
. Devi Overwrite to server

= Device Entity Name Service aviee
|II — N . P —— 17216.5.83 Overwrite to device

O 17216499 instance=100 vpn-target=100%3A100 Ignore |
*y
pall (1 17216499 unit=567 qing Entity Name  Service

lan=456 t: =456

Tl O 7zicaos unit=3567 e neanees

O 17216499 unit=3232
0 ) Configuration Difference

D 172.16.4.99 unit=240 "vlan": {
o O 17216499 unit=236 - lid': 456"

- "name" : "vlan456",

0O 17216499 unit=234 dot1g-vlan-tagged -
= O 17216499 unit=224

O 17216499 unit=2233 Configuration to be reconciled

0O 17216499 unit=2222

tion :CreateV|
D 172.16.4.99 unit=222 operation :CreateVlan
commands:
172.16.5.83 vlan=456 instances=456 set vlans 456 vlan-id vlan456

Configuration Drift
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Configuration Compliance

While maintaining service configurations is essential, maintaining a standard across other sets of configurations is equally important.
Regular and frequent network audits across a multi-vendor/multi-platform network can be a daunting task. The framework offered
by Anuta ATOM enables an effortless definition and strict enforcement of golden standards, with smooth integration into the
business processes of an organization.

Define complex policies with ease

ATOM offers an intuitive Policy Builder that facilitates the definition of simple & complex network, security, and other policies. It
allows the administrator to define intent or baseline rules and remediation actions in the event of violations. Administrators can also
create a parameterized baseline or standard configurations using strings or python-jinja for vendor platforms of their choice. The
rule variables in the builder capture the default values for the templates. Multiple conditions form a policy to cater to complex
scenarios where an expected configuration is pushed, or sometimes unexpected configurations are removed.

Policies for legacy CLI devices

Define CLI commands as golden templates using simple pattern matching using the ATOM's policy builder. The policy could be
validated against a global configuration or a block of configuration, such as an Interface configuration block. A CLI compliance policy
example shown below ensures a set of primary and secondary NTP servers in a network.

Another example shown ensures CDP/LLDP commands are disabled on all public-facing interfaces. The regular expression matches
all the interfaces other than the Loopback and PortChannel interface with a public IP, checks for the CDP enable CLI under each
identified interface, and lists them down.

The framework also allows setting a severity, message for non-compliance, and the definition of Fix CLIs that represents the golden
configuration. For example, in the above example of disabling CDP commands, loops are defined to iterate over the identified public
interfaces to set the no cdp enable command.

Example: NTP Golden Configurations

Edit Rule | NTP_TEMPLATE

Basic Information Platform Selection Rule Variables Conditions and Actions

Rule Variables

& + 30f3 | Enter a keyword Q
D Key Description Default Value

[J  ntp_associations 4

[0  rtp_primary_server undefined 157.63.224.1

D ntp_secondary_server undefined 157.83.224.65

Rule Variables for Jinja templates

Edit Rule | NTP_TEMPLATE

Conditions and Actionse
C P W selected () 30f3  Enterakeywon | &

B condition Name Sequence Number
[ check NTP_ACL 1

Check_NTP_associations 1

Check_NTP_Sarver 1

Basic Information Platform Selection Rule Variables Conditions and Actions

Condition Details  Action Details

Condition Names Values
nip server {{ ntp_primary_server }}

Check_NTP_Server ntp server {{ ntp_secondary_sarver }}

Sequence Numbers

Policy definition
© 2020 Anuta Networks. All Rights Reserved
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Edit Rule | NTP_TEMPLATE

Conditions and Actionse

Condition Details  Action Details
c 7 W selected @l 30f3 | Enterakeywon = X
B condition Name SR Select Match Action
[0 check NTP_ACL 7 Select action
[0  check NTP_Associations 1 continue
Check_NTP_server 1

Basic Information Platform Selection Rule Variables Conditions and Actions

010

Select Non-Match Action
Select action

Raise_violation

Violation severity

CRITICAL

Violation message type

Default_viclation_message

Fix CLI

ntp server {{ ntp_primary_server }}
ntp server {{ ntp_secondary_server }}

Derive fix cli commands

use-unmatched-block

Remediation Config

Example: CDP/LLDP golden policy for public interfaces

Edit Policy | Disable_CDP_LLDP_on_Public_IP_Interfaces

Edit Rule | Check_Public_IP_Interfaces

Conditions and Actionse

c

Condition Details  Action Details

7 W selected @ 2072 | Enterakeywon | &

Condition Name Sequence Number

Condition Namee

ondition Name, can contain Alph

Verify_CDP_on_Public_IP_Interface 1
Verify_LLDP_on_Public_IP_Interface

E00

Verify_LLDP_on_Public_IP_Interface 1

Sequence Numbers

Scope Details

Condition scope details

Configuration

Basic Information Platform Selection Rule Variables Conditions and Actions

Valuee

interface (?!Loopback*|Port-channel)(.*)

ip address (2110.(%[0-9]I[1-9][0-9]11 [0-2]42}2]0-4][0-9]|25[0-5]).(2:[0-s]i[1-¢][0-9]11 [0-9)¢2} 2[0-4]
[0-9]125(0-5]).(7:[0-9]i1-9][0-9111 [0-8)¢2}2[0-4][0-9]125[0-5])11 72.16.(2:[0-]i[1-8](0-]1 [0-¢]
{2}12[0-4](0-211250-5]).(2:[0-1I(1-9][0-311 1 [0-9K 22 [0-4][0-3]|25[0-5])11 92. 168, (2:[0-2]I[1-8][C-
o]i1[o-]2)/2[0-4]fo-lj25[o-5]).(>{0-2]i[1-e]lo-2]1 [o-] 2} 2[o-2][0-]|25[0-5) (\d-+ A\ Ac+-\d+)
A+ A \d+ A+

no lidp transmit

no lidp receive

Pattern matching in Policy definition

Edit Rule | Check_Public_IP_Interfaces

Conditions and Actionse

Condition Details  Action Details
c 7 B selected @ 2072 Enterakeywon
B condition Name o Select Match Action
[0  verify_GDP_on_Public_IP_Interface 1 Select action
Verify_LLDF_on_Public_IP_Interface 1 continue

Basic Information Platform Selection Rule Variables Conditions and Actions

OO

Select Non-Match Action

Select action

A4 Raise_violation hd
Violation severity
Low hd
Violation message type
Default_violation_message -

Fix CLI

1% for content in unmatched_contents -%}
interface {{ content['groups‘][0][ grep_content] }}
no lldp transmit

no lldp receive

1% endfor %}

Looping/Jinja in Fix Payload
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Policies for Native/OpenConfig YANG based devices

Define golden templates for native YANG or OpenConfig based devices using XML templates or X-path expressions using ATOM's
policy builder. The example below ensures specific IPv4 and IPv6 IP addresses are always maintained on Loopback0.

Edit Rule | Check_Interfaces

Basic Information Platform Selection Rule Variables Conditions and Actions

Conditions and Actionss

(G B selected @ 101

Enter a keywon

Condition Details  Action Details

Q

Condition Name

Loopbacko

Sequence Number

1

Condition Names
Loopbackd
Sequence Numbers
1
Scope Details

Condition scope details
Inventory_Data
=
Condition Match Criteria
Inventory Operator

MATCHES_THE_TEMPLATE_PAYLOAC

-

Template Payloads

<native xmins="http://cisco.com/ns/yang/Cisco-l0S-XE-native">
<interface>
<Loopback>
<ip>
<address>
<primary>
<address>10.100.99.98</address>
<mask>255.255.255.255</mask>
</primary>
</address>
</ip>
<ipvé>
<address>
<prefix-ists
<prefix>2605:30C0::3C/128</prefix=
</prefix-list>
</address>
</ipvé=>
<name>0</name>
«</Loopback>
</interface>
</native>

XML template payload for YANG based devices

The same policy defined as X-path expression is as shown below.

Edit Rule | Check_Interfaces

Basic Information Platform Selection Rule Variables Conditions and Actions

Conditions and Actionse

e

Condition Match Criteria

Inventory Operator

Condition Details  Action Details
& 7 W selected 90f9 | Enterakeywon =2 @ @
B  condition Name Sequence Number Condition Names Xpath Expressions
Loopbacko 1 e - LT E
D e Loopbacko Cisco-10S-XE-native:native/interface/Loopback/name="0"and Cisco-|05-XE-
B L native:native/interface/Loopbackiname=0l/ip/address/primary/address={{ lo0_ipv4addr }}’
O  voopbackzo00 1 Sequence Numbers and Cisco-0S-XE-
s o " native:native/interface/Loopback[name=0]/ip/address/primary/mask="255.255.255.255 and
O  voopbackzoot 1 Cisco-I0SXE-native:native/interface/Loopback|name=0]/ipv6/address/prefix-ist/prefic='{{
O ‘roopbackzoo? 1 T lo0_ipvéaddr }}
[0  Ieopbackzoz1 1 Scope Details
O ‘roopbackzosz 1
[0 Loopbackanso | Condition scope details
Inventory_Data v
[0  ero_uplink_interface1 1

MATCHES_THE_XPATH_EXPRESSION v

X-path expressions for YANG based devices

The Fix template for a non-match scenario for the above use case is shown below. The template generates XML payload using
looping and conditional statements to ensure compliance with the defined policy.

& £ZUZU AlIULA NELWWUIKS. All IXIYTIL eseiveu
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Edit Rule | Check_Interfaces

Basic Information Platform Selection > Rule Variables

Conditions and Actionse Condition Detalls  Action Details

[ B selected 10f1 | Enter a keyword a
Condition Name ‘Sequence Number Select Match Action e
Loopbacko 1 Select action Select action
continue v Raise_violation_and_continue ~

Wiolaton severity
CRITICAL v

Viclation message type

Default_violation_message -

Tox Mutation Paylo:

Looping/Conditional constructs for complex use cases

Validate the policy definitions with In-built Test Engine

To aid in complex policy & Fix CLI/template definitions, ATOM offers a test engine for configuration compliance. A virtual framework
of CLI policy or YANG policy, rule variables & devices helps users get real-time feedback on the policy definitions. An example of how
the unmatched content returned by the device is used to create the Fix template payload is shown below.

Test Configuration and Results @

MATCHES_THE_TEMPLATE_PAYLOAD -

lo0_ipvaaddr: 10.100.99.98
lo0_ipvéaddr: 2605:3000:36/128

Template Payload

<native xmins=
<interf

hitp://cisco.com/ns/yang/Cisco-I0S-XE-native">

Loopback

102060_ipv4addr: 192.168.20.60
ddr: 192.168.20.0

addr. 192.168.200.7

_ipvdaddr. 192.168.20.21

aro_uplink_interface1: 2

ar0._uplink_interface_description; ard_uplink_interface]_description
ard_uplink_interface_jpvéaddr- 192.168.26.1

subregion: BUR

<primary>
<address>10.100 99.98</address>
< 55.255.255.255</mask>

< prefixs . I3
o o ~ Test Results
D Status Name P “<!ICOATAlnative xming=
native\'»\n\t=interfaces\n\i\t<Loopback=\n <ipin <address>\n <primary>\n
172163170 L ] 172163170 <address>10.100.99. Y </primary>\n </address>\n
</ip\n <ipvéain pr P 3000:3CH1 </prafix-
lists\n </address>\n <fipesain <name>D</name>\n  </Loopbacks\n\t</interface=\thtin</natives[J>",

“block-unmatch-count’; 0,
“condition-statu

prafi\":\'2605:30C0::3C/ 128\ I\ name\ O DI

“block-match-count”: 0
3

‘name”: “test-condition’,
“failed-conditions™; =

‘compliance-status"; “non-comphiant”

In-built test engine for testing & dry run
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Apply policies to a group of devices

The policies defined in ATOM's policy builder can be applied to a set of devices using Profiles. ATOM offers a custom grouping of
devices on platform-specific attributes using its Device Groups or a logical & hierarchical grouping based on location or other
resources using its Resource Pools. Profiles in ATOM allows bundling of multiple policies. A profile, for example, may denote a group
of policies for a group of devices in a region. One can choose to change the default values set in the rule variables of the policy in the
profile, making it unique for a set of devices.

If the requirement is to have hierarchical policies, for example, a set of standards for Europe and a set of standards for Italy &
Germany are present. If Italy and Germany's devices are to inherit the standards from Europe, their compliance profile will contain a
combination of policies from Europe and their policies.

) Edit Profile
Select policies Select devices and sch
o b ™4
Profile names Select policiess Enter rule variable
il. C  seec=d 6D 1-500f78 Pagel Of2 3 3| | Enterakeyword a Clock_Synchronization_test
Clock_Sync,_Test
. B eme Description NTP_TEMPLATE ntp_primary_server 157.632241
I
- Description O actontinevry Customer defined ACL should be part of remote connections i ntp_secondary_se. 157.63.224.65
(._;) [0 eo6P_TTL Hop_Count Restrict TTL hop count on each bgp neighbor YANGImtarfocos
[0  classot-senice Policy
0 Check Interfaces  lo0_ipvaddr 10.100.99.98
O clock-synchronization configure Clack and NTP bazed on Region
®2  Clock synchronization_test Configure Clack and NTP based on Region Io0_ipvbaddr 2605:30C0-3C/128
¢ 4 O creae 162000_ipvdaddr 192.168.2000
isable P P ublic_IP_Interf:
> | O TR i 102000 lpvéadde  2605:30C0-48/128
[0 npisable_coP_and_LLOP_glcbally Disable COP and LLBF globally
isis_region isis_region
[0  Diseble_Directed_Broadeast_on_interfaces Disable dirscted broadcast on all interfaces - -
[0 Dissble HTTP_server Disable HTT server and allow only secure HTTE 10200_ipv6addr 2605:3000-58/128
[0  EoRe_Default Metric Enforce default metric valuss on EIGRF 102001 ipedaddr  192168.200.1
[0 Eensbie_Logging on_Protacals Enable logging for all Layer protocols to monitor Neighbor state. 102032_ipvdaddr B —
[0 Enable_password_Encryption Password ancryption shouid be present
102060 ipvaddr 92.168.20 60
[0  Ensble.sCP_Server SCP should be there instead of fip or thp, if we use 1ftp or fip th.
[0 Enforce.0SPF_Router.Id_as_Loopback Fouter 1D should match with Loopbackd 1P 10200_ipvdaddr 192.168.200

Bundle, create hierarchical policies & customize per device group

Schedule Compliance Audits

Schedule the compliance runs frequency to get a detailed view of the network compliance status. The compliance checks can be
performed against the latest configuration or the latest archived configuration. Device-level audits can also be triggered from the
device grid view.

Edit Profile

Select pol Select devices and schedule

Name. Deseription

190119 | Entera Q Select Configuration

@ curent Config

Admin_Up_Oper_Down Filter all groups with admin status up and operation down O Latest From Config Archive

AllDevices All Device Group
Sehedule
Firewall Firewall Devices Group F
requency
Host Hast Devices Group 0 w | o s
Layer 2 switch Layer 2 switch Devices Group Hours Minutes
Layer 2/3 switch Layer 2/3 switch Devices Group ] startnowr

Layer 3 Router Layer 3 Routes Devices Group

Loadbalancer loadbalancer Devices Group
OffineDevices. Offline Devices Group
v VPN Devices Group
admin.dowen

9P

grp_device

a2

I13service2

nex-testd

testdl

vendor!

O00000O0O0O0OO0OO0ODOO0OOD0OO0O0 a

wendor_osversion

Schedule compliance audits

0o
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Exhaustive Reporting & Dashboarding

A detailed report & analytics on network compliance status is presented for business documentation. The dashboards offer deep
insights through compliance status, trends, and Top N view of different focal points such as Vendor, Device, Device groups, Region,
Policies, and Profiles. A detailed tabular report with compliance status is also made available. It can be scheduled, downloaded in
various formats, or emailed directly from ATOM.

Dashboard  Policies  Profiles  Summary  Remediation  Reports

c & = ¥ B G 1/2 > D1 Total:33Devices
>
Highest Severity Violations Name /ID Policies & Rules
Enforee_.. ’ Standar... ’ Standar.. ’ Standar... ’ Standar.. ; BGP_TT.. ’
Execution-Status Device ID Device Name
7 -

[j 6 OFFLINE_DEVICE 172.16.5.164 FortiGate-VMB&4 ——— 100%  oE—100% — eE—— 100% & eE——100%  NA — 100%
O 19 SUCCESSFUL 172.16.5.43 csrd3.anutanetwerks.com NA — 100% 7% | emmmmi00z | NA a— 100
(] 19 SUGCESSFUL 172.16.5.40 cisco-sve-50-gw.anutanetworks.. | NA —00% | emm—100% | emm—100% | NA a— 100%
C] 18 SUCCESSFUL 172.16.5.48 csr48.anutanetworks.com NA — 100% 67% oo 100%  NA — 100%
O 20 SUCCESSFUL 172.16.5.44 csrd4.anutanetworks.com NA a— 100% 7% | emmmmioz NA a— 100%
O 21 SUCCESSFUL 172.16.5.47 csrd7 anutanetwerks.com NA — 100% 7% | emmmmmio0z | NA a— 100
O 21 SUGCESSFUL 172.16.3.44 whucbb-bur-1-gw.net.disney.com | NA —00% | em— 100% s0% NA — 100%
O 21 CONFIG_PULL FAILED =~ 172.16.3.33 eorwdw-200cell-gunetdisney.. | NA —00% | eEm—100% | emm—100% | NA — 100%
O 20 SUCCESSFUL 172.16.3.49 ana-buf-1-gw.anuta.com NA a— 100% o7 | emmmmmio0s | NA a— 100
O 23 OFFLINE_DEVICE 172.16.3.43 ana-sve-O-gw.net disney.com NA o0 | eEm100% | emmmmei00% | NA a— 100%
Detailed compliance status report
Configuration Compliance °-
@ Config Compliance - Devices @ Config Compliance - Compliance Status @ Config Compliance - Execution Status
COMPLIANT: 0.0 % (0) OFFUNE_DEVICE: 9.1 % (3) CONFIC_STALE: 0.0 % (0)
L CONFIC_EMPTY: 3.0%(1)
i CONPIAALFAED: 61 %@)
ERRORS. 3.0 % (1)
NON_COMPLIANT
6% @2) SUCCESSFUL: 78 8% (26)
@ Compliance Status by Device Group @ Execution Status by Device Group
@ NOTAPPLICABLE @ COMPLIANT NON_COMPLIANT @ CONFIG_PULL_FAILED @ CONFIG_STALE
ERRORS & CONFIG_EMPTY
® SUCCESSFUL ® OFFLINE_DEVICE
4 [
[: s
f )
v 2
2
o o o o o o o o 2 o ll ¢ o o o o o o W
Business dashboards for compliance snapshot
Summary Palicies Profiles Report Remediation
& oo v @1238 toncompliant @ 110 Failed conditions @ (1] Hou v B (e
Device name v Device type ~ vendor v poliey v ~ v e ~ . ~ [ ceer ] [ B ]
(2 1K € 1efes > X 25 ¥ Seach a
[] Deviceld  Host name Device Type Vendor Compliance status Execution Configuration Retrieved At  Policy Name Rule Name Condition Nam
[0 10683197 aandi-sn-spishmin-sw.net disney.com Catalyst 3850 I0SXE  Cisco Systems Y ® 09/06/2020 13.13:53 UTC Standard v2.0  banne; banner_login
[] 10683197 gandl-sn-splshmin-swnet disney.com Catalyst 3850 I0SXE  Cisco Systems Y ® | 09/06/2020131353UTC  SMARTS. Cisco. Global IS, Standard v12. Standard v2.0  banner_exec banner_exec
[J 10683197 aandi-si-splshminswnetdisney.com Catalyst 3850 10SXE  Cisco Systems ° ® 09/06/2020 13:13:53 UTC ~ SMARTS Standard_v2_0  ip_scp_server_enable p_scp_server.
[] 10683197 zzndirsm-splshmin-swnet disney.com  Catalyst 3850 10SXE  Cisco Systems . ® | 0906200131353 UTC  SMARTS, Cisco_Global_I0S_Standard.v12_Cisco_JOSXE_Standardv2.0  line.con Precon_line_cor
[ 10683197  aandir-sn-splshmin-swnetdisney.com Catalyst 3850 10SXE  Cisco Systems . (® | 09/06/2020131353UTC  SMART bal_I0S_Standard_v12. Standard_v2._0  line_con remove_transpc
[] 10683.197  aendirsn-splshmin-swnet disney.com Cetalyst 3850 10SXE  Cisco Systems . @  0906/20201313,53UTG  SMARTS_Cisco_Global_I0S_Standard.v12_Cisco_JOSXE_Standardv2.0  line_con ogging_synchr
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On-demand & scheduled customizable reports
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Remediate & stay network healthy

A remediation job can be triggered manually or scheduled by choosing the list of devices/device groups. The corresponding Fix
CLls/templates are executed, after which the reports and summary dashboards are updated to reflect the new compliance status of
the devices.

Job names Vo Rule Input © 0

42chack
Fix Configurations

Devicess

]
ra
ra

Schedule

Schedule remediation for compliance enforcement

Tie the compliance process into business workflows

Utilize out-of-box Compliance workflows in ATOM and tie them into other workflows such as ZTP or other method-of-procedures
(MOPs) to ensure Day-0 compliance on newly onboarded devices. The compliance workflows audit the chosen profiles and
remediate non-compliance to ensure golden standards across the network as part of the business process.

& m m © © o5imemalyTemnated 1 Completed

Compliance as a business process
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Software Compliance

Most organization's wish list includes having a single software image across their network install base. ATOM's software compliance
helps in maintaining software compliance across the network. ATOM offers the creation of multiple software compliance profiles to
capture the vendor, platform, OS family, etc. to mark the golden software image of the network. A periodical assessment against the
inventory data by ATOM results in a detailed dashboarding and compliance reporting on the vendor, device, device groups.

Py  Creete Software_compliance._profile ® > X
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Define golden images per vendor/platform

a Dashboard Profiles Device Compliance Device Family Group Vendor Group Overall Group Summary
Software-Compliance-Summary-Dashboard He B
€ Compliance Report Overall Groups Summary € Device Family Groups Summary € Vendor Groups Summary

® reurTyee ® totatDeviees complamecvices ® goerTye @ c " ® sromrTree ® woiDevices e ——

nonCompliantDevices . nonComoliantDevices
A 50 23 w0

Software compliance dashboard & reports

Ensure software compliance with ATOM'’s software upgrade workflows

ATOM supports several flavors of vendor recommended software upgrade workflows to ensure software compliance across the
network. The software upgrade workflows include pre-checks, contacting the image server (ATOM also has an image server),
uploading the image to the device, activating the new package via a reboot, and post-checks to ensure a successful upgrade.

o) o ‘ ‘ Lo 0

o \lx\. 8
&)

Software upgrade workflows
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Ensuring Compliance — A step in ATOM's troubleshooting tool kit

ATOM's Alerting & Closed Loop Automation framework plays a crucial role in network troubleshooting. ATOM's compliance
management forms a part of this troubleshooting exercise. An alert generated in ATOM always has an action associated with it. In
most scenarios addressing complex issues, a diagnostic workflow that performs various validations ends up being the action to an
alert. The first step in a diagnostic workflow is a compliance profile execution to validate if the vulnerability alert resulted from non-
compliance of configuration, service, or software. Initial compliance checks aids in speeding up the triage and results in faster
remediation.

Find Potential
Erroneous Cenfigs

Check Metrics
Current & History

Ad-config change
«causing an outage

Check Config-
Archive

Manual Remediate

Dipgnose Other
Operational Issues

Email, it slack
Notifications Policy Violation Check Config Remediate through Manual Remediate
‘ ‘ Compliance ATOM
u Closed Loop Automation (Semi Automated)
Invoke Workfl Check Confi
DYCRS oW Additional . Open ITSM Ticket

Action N ) Compliance &
, Diagnostics
(Manual/Auto)

"_I |
One/More Alerts
ATOM Closed Loop Automation (Fully Automated) Perform

Dashboards Remediation Action
Invoke Workflow Additional
Correlate Alerts

Action Diagnostics Check Config

for Further Action

Notify /Remediate

Compliance

Compliance for troubleshooting

Easily scale with ATOM's microservices architecture

Monitor and manage compliance of the entire network through a single pane of glass. Given its horizontally scalable microservices
architecture, ATOM can enforce compliance across thousands of devices- up to 1M+!

Additional Resources

Video-on-demand on ATOM Compliance Management

To learn how Anuta Network's ATOM Multi-Vendor Configuration and Compliance management can help you simplify
network audit procedures, contact us at https://www.anutanetworks.com
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